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INTRODUCTION

Through the deep neural network denoising algorithm 
DTLN combined with FPGA hardware acceleration, our 
ZYNQ platform has shown good performance in 
completing real-time denoising tasks in complex 
environments, and can efficiently handle noise in 
multiple frequency bands. The flexibility of FPGA 
programming has given us great benefits, and at the 
same time, we have fully utilized the advantages of 
heterogeneous acceleration in optimizing the 
architecture of the ZYNQ platform, achieving high real-
time performance.

Using the logarithmic power spectrum of Fast Fourier 
Transform (FFT), predict the gain or mask applied to 
noisy FFT, and then reconstruct the speech signal by 
estimating the amplitude and phase of the noise. The use 
of DTLN neural network denoising model, with dual signal 
conversion LSTM as the core, can better capture 
temporal information in speech signals by learning long-
term dependency relationships, thereby effectively 
reducing noise interference.

By using the AXI-DMA IP core provided by Xilinx, high 
bandwidth direct memory access is provided between 
the storage and target peripherals such as AXI4 Stream. 
Two types of BRAM were used to temporarily store 
model parameters and intermediate variables. The BRAM 
that stores parameters only requires one write operation, 
while the remaining time is read-only. The other type of 
BRAM requires frequent reading and writing of data.

DTLN: A Dual-Signal LSTM Transform Speech 

Enhancement System Based on Zynq

The data flow process is shown in the above figure. Firstly, FFT 
is used to separate the audio into amplitude and phase. Then, 
the mask is calculated through the first separation core, 
multiplied by the amplitude of the mixed audio, and combined 
with the input phase, it is converted back to the time domain. 
The temporal results generated by the first network are then 
processed through a 1D convolutional layer to form a feature 
representation, which is then processed through a 
normalization layer and passed to the second separation core. 
The final prediction mask of the second core is multiplied by 
the non normalized feature representation, and the result is 
converted back to the time domain through 1D convolutional 
layers.
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DTLN Network Flow Diagram

From the results, the optimal bit structure in 16bit is 1-8-7, and 
the optimal bit structure in 24bit is 1-11-12. However, the 
error of the former is still relatively large, and the background 
noise of our measured 16bit audio results is also relatively 
large.Therefore, we chose the quantization structure of 1-11-
12 in 24bit.
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